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FOREWORD

Among the responsibilities assigned to the Office of the Manager, National
Communications System, is the management of the Federal Telecommunication
Standards Program. Under this program, the NCS, with the assistance of the Federal
Telecommunication Standards Committee identifies, develops, and coordinates
proposed Federal Standards which either contribute to the interoperability of -
functionally similar Federal telecommunication systems or to the achievement of a
compatible and efficient interface between computer and telecommunication systems.
In developing and coordinating these standards, a considerable amount of effort is
expended in initiating and pursuing joint standards development efforts with
appropriate technical committees of the International Organization for Standardization,
and the International Telegraph and Telephone Consultative Committee of the
International Telecommunication Union. This Technical Information Bulletin presents
an overview of an effort which is contributing to the development of compatible Federal,
national, and international standards in the area of video teleconferencing. It has been
prepared to inform interested Federal activities of the progress of these efforts. Any
comments, inputs or statements of requirements which could assist in the advancement
of this work are welcome and should be addressed to:
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1 INTRODUCTION

This document summarizes work performed by Delta Information Systems, Inc.
(Delta) for the National Communications Systems (NCS), Office of Technology and
Standards. The NCS is responsible for the management of the Federal
Telecommunications Standards Program, which develops telecommunications
standards, whose use is mandatory for all Federal departments and agencies.

This document is a final report for a Task Order on Contract DCA100-91-C-0031.
The titles for the contract and Task Order are listed below.

e Contract DCA100-91-C-0031
Development of Federal Telecommunication Standards Relating to Digital
Facsimile and Video Teleconferencing

e Task No. 2
Technical Work in the Area of Video Teleconferencing

e Subtask No. 3
Video Teleconferencing Performance Measurement

Video TeleConferencing (VTC) is being widely deployed throughout the federal
government, achieving great benefits in productivity and timeliness of decisions. The
deployment has resulted from the maturity of video teleconferencing standards, the
primary example being the H.320 series of ITU Recommendations. Video compression
technology (Discrete Cosine Transform, Interframe Prediction, Motion Compensation) is
the fundamental driver of the VTC revolution. The compression is based on digital
technology, and the coded output picture is typically characterized by artifacts and
distortions which are totally different from those in previous analog TV systems. New
artifacts include tiling, jerkiness, mosquito noise, etc. As always, it is very important to
measure and specify the end-to-end performance of any telecommunications system,
and digital VTC is no exception. Since digital VTC is relatively new, the technology to
assess system performance is very new, and the purpose of this document is to
summarize the status of this work.

The report is divided into two main parts. Section 2.0 discusses the technical
issues and background related to the assessment of VTC performance. Topics which
are reviewed include digital vs. analog video, VTC applications, uses of assessment
techniques, in-service vs. out-of-service testing, subjective vs. objective tests, analog
vs. optical interfaces, combined video/audio assessment, single quality measure vs.
multiple parameters, consistency, natural vs. artifical test patterns.

Section 3.0 of the report summarizes the present status of the work to develop
procedures to assess the performance of VTC systems. The discussion is divided into
four parts. Sections 3.1 describes a series of subjective tests for VTC which were




recently performed by the ANSI/T1A1.5 standards organization. Sections 3.2 and 3.3
describe subjective and objective test standards respectively,which have been
developed by domestic and international standards organizations. Addtional work to
develop objective performance assessment measures is outlined in section 3.4.

Finally, conclusions and recommendations are included in section 4.0.




2 TECHNICAL ISSUES AND BACKGROUND
21 Digital vs. Analog TV

The advent of digital TV brings a number of problems in the measurement and
specification of TV quality. For just the image portion of the TV system, there is a great
deal of difference in the types of distortion that can be experienced.

For analog TV, there are only a few parameters that can be used to specify
quality: frequency response, number of visible lines, noise and interference levels,
multipath, frame rate, linearity, and various color distortions. It should be noted that for
analog TV there was never developed a single quality measure that could be measured
objectively. Rather, two other approaches were taken. One was to use subjective
measure involving juries viewing TV pictures and rating them. The other was to make
objective measures of various performance parameters, such as frequency response,
and specifying the requirements for these parameters for each application. For
example, the frequency response requirement would be higher for production quality
TV than for the signal that is viewed in the home.

There are only a handful of analog TV standards in use throughout the world.
Each standard specifies such quality measures as visible scan lines (which determines
vertical resolution) and frame rate (which determines temporal resolution), so that these
do not have to be measured if the standard being used is known.

This approach works well for analog TV because the displayed signal is basically
a somewhat distorted version of the original. That is, the signal passes through
amplifiers, modulators, receivers, etc. These devices filter, distort, add noise and other
interference, but do not fundamentally change the nature of the signal.

Digital TV is fundamentally different from analog TV, in that the original signal is
analyzed, and parameters that specify the signal are digitized and transmitted to the
destination, where a replica of the original signal is reconstructed. Thus, the output TV
signal could have a different frame rate, show a different part of the image, stretch or
compress one of the dimensions, etc.

Furthermore, the video coder has a problem in the allocation of resources. The
resource is the bitrate available to it, which is to be used to encode all aspects of the
signal. If a large number of bits are needed to encode motion, this will leave fewer bits
to code other aspects of the picture. Thus, motion in one area of the picture could
affect the spatial resolution in another part of the picture.

Because modern video coders encode differences between adjacent frames,
they try to ignore noise that may be present in the input signal, as coding this noise
would waste the precious resource of channel capacity. One way to do this is to
average several input frames of video, in order to minimize noise coming from the TV

3




camera. If this is done, it may result in output video that is more pleasing to the eye
than the original video, but differs from it. Thus the traditional method of comparing the
input and output video signals, and ascribing any differences to loss of quality, may give
misleading results.

For analog TV, if the frequency response is measured using a test pattern, it can
reasonably be assumed that the same frequency response will apply to any live video
signal that happens to be applied to the system. For digital TV, this is no longer true.
Because of the allocation of resources, the performance of the system depends to a
great extent on the nature of the input video scene.

While there are a number of standards that have been developed for digital TV,
including the codec functions, these standards do not limit the range of possible
qualities that could be experienced. One reason is that the codec standards allow a
very wide degree of freedom in the implementation of the standard, particularly at the
encoder. Thus for Recommendation H.261, CIF or QCIF could be used, motion
compensation is not required at the encoder, a minimum frame rate is not specified, etc.
Furthermore, most VTC standards permit the escape to proprietary algorithms for the
codec function. These proprietary coding algorithms could greatly change the range of
qualities available, and could change the nature of the observed artifacts.

2.2 Applications of digital TV
2.2.1 General

Digital commercial television broadcasting, video teleconferencing, and similar
technologies have become feasible as major applications of digital television as a result
of the great improvements in digital video compression, digital video storage, and the
improvements in digital communications. Digital television systems have become
practical with the development of digital video standards. Standardization to assure
compatibility is a necessity in order to reap the benefits of mass production without
which the system is not practical economically.

Digital commercial television broadcasting is one application of digital television.
A high definition digital television standard has been developed to satisfy the
requirement to broadcast very high quality video (equivalent to 35 mm slides) and very
high quality audio (CD quality) utilizing a communication channel. During the
standardization process, it was found desirable for the broadcaster to be able to select
various image formats and quality levels as well as the characteristics of the audio to be
transmitted. The reasons were first, that not all of the material available warranted the
very high quality capability and second, that as many as four video signals could be
transmitted in a single communication channe! if standard quality video were used. The
latter is an important advantage. The new HDTV standard accommodates both of
these, and other, features by defining performance levels. The standard specifies
system parameters (video formats, audio service, etc.) to define a variety of
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performance levels. Since each performance level requires a specific data rate, a wide
variety of services can be provided in the 19.2 Mbps (6 MHZ) broadcast channel.

Motion video teleconferencing is another form of digital television. It takes on
many forms. The form which most commonly comes to mind is an exchange of video
scenes of personnel, presentation material, writing on white boards, products, product

-applications, and displayed documents between two or more video teleconferencing
rooms in each of which a group of conferees is participating. There are many related
applications of digital video, other than conventional video teleconferencing, which
serve probably an even much larger number of users. These applications include
distance learning, training, engineering, data base retrieval, video phone, desk top
video teleconferencing, conference broadcasting, and digital video disks.

The quality of the video communicated in a video teleconference is dependent
on the purpose of the video teleconference. A high level of quality is a desired factor of
course, because it must be adequate to permit the conferees to achieve the purpose of
the video teleconference. But quality comes at a price: higher quality teleconferencing
often requires more expensive terminal equipments and higher data rate
communication circuits, also at higher cost. Image quality is also directly affected by
channel data rate. Therefore it is prudent to match an acceptable quality of video with
the purpose of the teleconference.

In both digital television broadcasting and in video teleconferencing, the quality
of the transmitted and displayed pictures is determined by the level to which the
following parameters have been implemented and faithfully reproduced:

Resolution

Gray Scale Rendition
Colorimetry

Motion

Frame Rate

The digital video communication system for broadcasting is almost always
unidirectional. Video teleconferencing can also be characterized by the type of network
configuration required for a specific application:

Point-to-point unidirectional
Point-to-point bidirectional
Multi-point

Broadcast

2.2.2 Commercial Broadcast / Entertainment Television

Several recent achievements have launched the era of commercial digital
television.




° The completion of the United States Digital Television Standard for HDTV
Transmission

° Successful completion of the Grand Alliance High Definition Digital
Television Prototype System
° Direct satellite television broadcast
2.2.21 U.S. HDTV Standard for Broadcast

The U.S. HDTV Standard for commercial broadcast television will provide
outstanding features including noise free, high definition, wide screen, progressive scan
video displays with low frequency enhanced surround sound Dolby audio.

The Advisory Committee on Advanced Television Services and the Advanced
Television System Committee have been working for several years to develop a high
resolution digital television standard for broadcast in the United States to replace the
National Television System Committee (NTSC) system as the standard for the United
States. In November of 1995 the standard was completed describing the Grand
Alliance proposed digital high definition television system based on international ISO
13818 standard using the motion video MPEG-2 compression algorithm. The system
was thoroughly tested in the laboratory and in the field. Only approval by the FCC is
required to make it the U.S. broadcast television standard.

The U.S. HDTV standard defines a system which provides digital packetized
transmission of audio, video, data, and a variety of other desirable signals all within a 6
MHZ channel (equivalent to 19.2 Mbps). Pictures, audio, and data can be transmitted
in a variety of combinations. The packets contain the information necessary for the
receiver to separate the packet types and to adapt to the various parameter levels used
in the transmission of the pictures and sound. Stability is a key feature of digital
systems and will probably most be appreciated in the resolution of the pictures,
consistency of the colorimetry, and noise free display provided by the digital HDTV
system.

The video signal can be transmitted in a variety of formats as shown below; one
high definition signal or up to four standard definition signals at the broadcaster's
discretion. Two aspect ratios are provided; a new movie like 16:9 and the present 4:3.
Picture rate is also a variable depending on the motion content and source of the
pictures.

FORMAT ASPECT RATIO VERTICAL RATES
(Pixels) (Pictures/second)
1920 x 1080 16:9 60 interlaced and

30, 24 progressive




1440 x 1080 16:9 60 interlaced and
30, 24 progressive

1280 x 720 16:9 60, 30, 24 progressive
960 x 576 16:9
720 x 576 16:9
704 x 480 16:9, 4:3 60 interlaced and

60, 30, 24 progressive
640 x 480 4:3 60 interlaced and
352 x 288 60, 30, 24 progressive

The audio system does not follow the international standard (ISO 13818) but is
based on the Dolby AC-3 system. It can provide combinations of the following features.

Two channel stereo

Five channel surround sound

Low frequency enhancement channel
Program voice transmitted separately from effects and music
Second language program channel
Dolby

Commentary channel

Hearing impaired

Voice overs

Narrative for the visually impaired
Emergency messages

Other features provided by the U.S. standard include:

Two data channels
Program subtitles

Limited (controlled) access
Program guide

Virtual channels

Network data

Error correction

Initial digital HDTV broadcast transmission will probably occur in 1996 with
commercial broadcasting beginning in 1997 on a simulcast basis.

2.2.2.2 Direct Satellite Broadcast

Several of the features described above to be provided by the U.S. HDTV
broadcast standard have already been implemented in the several existing direct




satellite to the home television systems. Principal among these is the fact that digital,
packetized, transmission is used. The use of digitized video to capitalize on the
powerful compression algorithms permits a large number of channels to be
accommodated by the digital transmission system. Color consistency and noise free
reception are noticeable features.

2.2.3 Video Teleconferencing

Video teleconferencing generically satisfies the need for point-to-point visual
communication. The function to be performed and material to be transmitted and
displayed varies widely with the specific application. Each specific application requires
the system parameters to be implemented to its own acceptable performance level. As
a result systems exist which are very similar in architecture but each is implemented
with uniquely specified levels of parameter performance. For example, a video
teleconferencing system for executive use differs from one for engineering use in the
level of the system parameters. In fact, a range of systems applications exists in
addition to these two. The distinction is made not to order the importance of the
application but rather the difference in performance of the various functions and the
parameter levels required as described below. Standards have been prepared which
define the ranges for each parameter for given system types to assure compatibility.

In video teleconferencing it is necessary to synchronize and minimize video and
voice delay, such as transmission and switching delay among conferees.

2.2.31 Executive Level Video Teleconferencing

The term executive level video conferencing is used here to denote the video
teleconferencing systems with the highest level of features. The quality of this video
system is more demanding than other forms of video teleconferencing discussed later,
because of its functions, high levels of resolution, gray scale, colorimetry, motion
capability, and accommodating multi-users.

Executive video teleconferencing systems are most commonly implemented in a
bidirectional point-to-point configuration. A system involves at least two user terminals
connected through a bidirectional communication circuit. Each terminal displays, to the
local users, the scene transmitted by the distant terminal. Often the terminal is
embellished to also provide a preview display of the local scene prior to transmission.
The video consists of images of the users, text, graphics, scenes, and pictures related
to the topic under discussion. Audio may be simultaneous from both locations but more
often is controlled to permit only one user to speak at a time. Unidirectional point-to-
point video teleconference is comparatively unusual. Applications are described later.

Executive level video conferences are usually satisfied by "NTSC level"

resolution or, in digital terms, 640 x 480 pixels. Displays of the conferees' faces, the
conference table, and scenes, products, etc., transmitted at this level of resolution are
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acceptable. Resolution and color are prime system parameters. Equally important is
motion portrayal because of its effect on channel data rates. The motion required by
typical executive level video teleconferencing scenes can be adequately supported by
motion frame (information) rates achievable using channel transmission rates between
384 Kbps and 1544 Kbps over readily available fractional or full T-1 transmission
channels. The digital video compression implemented in terminals of this type allows
the 384 to 1544 Kbps transmission of 640 x 480 pixel frames in color or in gray scale at
a motion frame rate with adequate capability to satisfy "executive” requirements.

At the executive level, the textual and graphical material for use in the video
teleconference are often prepared specifically so that the resolution of conventional
systems provides an excellent display. However, full page textual and graphical
material requires higher resolution; for example, facsimile level resolution of 2200 x
1280 pixels. The video teleconferencing standards protocols as implemented in video
teleconferencing equipment provide the capability to transmit random full page text and
graphics at a higher resolution by transmitting it as data, sharing the transmission
stream with the video signal when required. The receive terminal stores the signal and
refreshes the text or graphics display from the digital memory thereby minimizing the
load on the communication channel. Computer data files such as spread sheets are
accommodated in a similar manner directly from the computer communication port via
the video teleconferencing terminal.

Multi-point video teleconferencing has become very popular as a result of recent
multi-point control equipments made possible by the development of multipoint control
standards. This technique permits many users to participate in a single conference.
Techniques for switching among users have also been improved. Selecting the user
whose video will be transmitted to all locations is at the heart of multi-point video
teleconferencing. In multipoint systems, all users are connected via a control function
which selects the video signal to be displayed to all users. Switching can be manually
controlled by the conference manager or can be on a voice controlled basis, user
request basis, or other basis. The user terminal may also provide a preview display of
the local picture to be transmitted. The network must consist of bidirectional or
reversible circuits since each user must receive and, at some time, transmit video
signals. The time delay between the conclusion of one transmission and the beginning
of the next transmission must be considered to prevent two users from attempting to
transmit simultaneously. For example, in networks configured using satellite channels,
the total delay could be up to a substantial fraction of a second. Care must also be
taken so that the voice and video paths among all users do not introduce unequal
delays causing an annoying lack of lip sync. Audio signals may be connected through
a bridge so that any participant may speak at will, but are more commonly selected as a
part of the video signal selection.

2.23.2 Engineering Level Video Teleconferencing

Engineering video teleconferences may be identical to executive video




teleconferences when the purpose of the conference is to discuss technical issues
among a group of engineers. Resolution, gray scale, color, and motion requirements
(and therefore also data rate) would be the same in this application.

A video teleconference for engineering purposes generally does not require
"people pictures" as the principal information conveyed because attention is focused on
the subject of the teleconference which may be engineering drawings, sketches, and
comparatively low motion scenes. The video is often transmitted in one direction via a
unidirectional transmission system. It is possible that, for a specific application, a return
video channel is necessary requiring a bidirectional circuit. Audio requirements are
generally bidirectional.

Drawings require only bi-level video, but if scenes or photographs are part of the
teleconference material, gray scale or color images are required. Seldom is "good"
motion portrayal required (generically speaking). This combination of features may
require a high resolution display such as facsimile level, or higher, so that the details of
the displayed material are clear. Even though resolution requirements  may be high,
the fact that motion is minimal, permits the video data to be transmitted at a
comparatively low data rate as long as the time required for the development of a new
data display is not annoying. Practical data rates are 128 Kbps such as can be
provided by basic rate ISDN circuits. Digital image storage is required at the receive
end to permit display refresh from the receive terminal rather than from the transmit
terminal via the communication channel. Bidirectional voice is generally required.

2.2.3.3 Broadcast Video Teleconferencing

Broadcast video teleconferencing is a special form of multi-point video
teleconferencing in which switching is not required. A specific terminal is selected to be
the source of the video and audio which are transmitted to all other terminals. The
secondary terminals generally cannot respond with either video or audio. A classic
application is the corporate chairman addressing all employees in diverse locations.
The technological key is to provide a single video signal to many points. Often a circuit
to each point is provided or satellite transmission may be employed. In other cases a
single circuit routed through all points with drop and forward equipment is utilized; e.g.,
on fiber optic SONET ring systems.

The video quality required for this application also depends on its specific
purpose. For the example cited, it is the same as the executive teleconference.

2234 Room/Desk Top Video Teleconferencing
Video teleconferencing can also be catégorized as to the location of the video

teleconferencing equipment and the conferees. The parameters of the video
teleconferencing system and the communications channel used will also vary.
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Room video teleconferencing is akin to the executive level of video
teleconferencing. A fairly large size room is dedicated to the teleconferencing function;
lighting, acoustic treatment, sound enhancement, large screen displays, remote control
for camera pan, zoom, tilt, remote control for the teleconference and transmission
functions, convenient location of supplementary equipment, conference table, and
comfortable seating arrangements for a number of conferees and observers are all
carefully planned and incorporated. Document scanners and PC's may be included for
document and data file transmission via an auxiliary data channel within the video data
stream.

The material for the conferences, the video and audio parameters, and the
transmission channel are essentially the same as those for the executive level video
teleconference;

] scene resolution - 176 x 144 pixels

° document resolution - 2200 x 1280 pixels

L gray scale - full for scenes, generally bi-level for documents (although
color and gray scale may be required)

° color - full for scenes

° data rate - 384 to 1544 Kbps, bidirectional, broadcast, or muitipoint

° data files - transmitted as data

Desk top video teleconferencing is different in purpose and in implementation
from that conducted in a video teleconference room. The conference terminal is
generally located in.an office or a small conference room and is intended to be used by
one, or at most a small number of conferees. Discussions between single conferees at
each end of the system is a common application. It is akin to the engineering type of
video teleconferencing. Most important, excellent motion portrayal is not a requirement
so that high data rate transmission is not required. The desk top terminal equipment is
comparatively small and, in fact, can be a software and hardware implementation within
a personal computer. Large screen displays, remote pan, tilt, zoom control, and remote
teleconference control are not required since all controls are at the conferee's finger tips
on the desk top. Although small physically, it incorporates the more important features
of the higher level systems. The display is presented on a video monitor, often the
computer monitor, a single camera televises the conferee within a fixed viewing area.
The main transmitted material are documents, for which a scanner may be provided,
and data files, which are accessed directly from the computer. The system is often
enhanced with a keystroke program by means of which the conferees at either end of
the system can manipulate data from a file which is displayed on their screen. The
material for the teleconference can be generated in the PC and stored on the hard
drive. The files can be randomly accessed for use during the video teleconference.

° scene resolution - 640 x 480 pixels
° document resolution - 2200 x 1280 pixels
° gray scale - full for scenes, generally bi-level for documents (although

color and gray scale may be required)
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° color - optional
] data rate - 128 Kbps, bidirectional
L data files - transmitted as data

2.2.4 Distance Learning and Training

Distance learning and training can be considered specialized forms of video
teleconferencing. They are generally characterized by the fact that the video
transmission is unidirectional. Video information flows in one direction; from the
instructor/trainer to the student(s). Audio is more often bidirectional. Provision for
students to question the instructor is highly desirable as everyone who has engaged in
teaching activities is aware.

The video signal must provide a very clear presentation of the material under
discussion. Every picture presented must be clear, unambiguous, and easy to
assimilate. Other forms of video teleconferencing may utilize the accompanying voice
narrative to aid in clarifying shortcomings in the images presented, but for distance
learning and training the images must stand on their own while the narrative explains
the principles involved. This places exacting resolution, gray scale, and colorimetric
requirements on the performance of the video communication system. Motion
requirements depend on the specific application of the distance learning system. If the
system is multi-purpose, good motion portrayal will be required at some time. The
resolution requirements are eased by careful zooms or close-ups rather than providing
a more complex system. All distracting artifacts such as motion flicker must be carefully
avoided. Great effort is generally devoted to preparing a quality presentation (and is an
economically sound trade-off). :

As an example, a major automobile manufacturer utilizes video teleconferencing
via satellite simultaneously to a nationwide audience of actually hundreds of automobile
sales and repair personnel to describe new models or specific problem items on a
regularly scheduled basis. The video is clear and properly scaled to show the points of
interest in real time or in enhanced motion for clarity. High resolution or unusual video
is not required as a result of careful planning and production of the conference material
and is satisfied by executive video teleconference levels. The voice accompaniment is
synchronized with the video. Ample time is provide for audience questions. The return
audio path is via dial-up telephone circuits into an audio bridge co-located with the
instructor.

2.2.5 Video Phone

Perhaps the most discussed form of digital video is the video phone. The video
phone provides personal image and voice transmission between terminals (video
phones) located in the home utilizing the public switched telephone network. Video
phones have been forecast by various manufacturers for over 30 years. For several
reasons it has not become popular: lack of broad-based interest, use of analog
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technology, the cost of implementation, unavailability of practical/low cost video
memory, and inadequate video compression technology to utilize existing
communications circuits. But the world has turned since then and low cost memory is
now available, compression technology has improved by orders of magnitude,
component cost has dropped due to mass production, a major advance in modems
utilizes existing PSTN communication circuits, and, most important, the public mind set
has been modified to expect implementation of the promises of the past.

Not to be forgotten, a platform for video phone now exists in most homes and
offices which can provide this capability; namely, the home computer. While the home
computer is not the production terminal implementation of the future video phone, it
may greatly foster public interest (e.g. similar to booming Internet activity). Another
major change, perhaps more important than the technological changes, is that
international standards are being developed to provide a unifying, compatible, protocol
for video phone. (The risk to manufacturer's investments has been greatly decreased.)

The quality of imagery required for the video phone application is quite nominal.
The main requirement is that the viewer be able to identify the transmitting subject and
determine what he is doing as a motion requirement. Resolution, gray scale,
colorimetric, and motion specifications for these systems are modest but must be met if
video phone is to be successful. Standards under development define a protocol for
transmission of picture phone images at rates up to 28.8 Kbps. Motion information may
be well below the 30 frame per second display refresh rate and still provide satisfactory
performance for video phone applications. QCIF (176 x 144) and CIF (352 x 288) can
provide extended quality picture phone displays, if required, using basic rate ISDN
circuits at 128 Kbps or a single B circuit at 64 Kbps.

The video phone era is probably about to enter the scene in a grand manner.
2.2.6 Data Base Retrieval

Data base retrieval requirements are similar to engineering teleconferencing
requirements except that video transmission is generally unidirectional. A reverse data
channel is also required to access the data system. The resolution level, gray scale,
and color capability must be adequate to support the material being accessed. Data
base applications are extremely varied. For example, a data base may consist of
specially formatted textual and graphical material such as preformatted stock market
reports, weather forecast, etc. These are low resolution, bi-level, static images and can
be conveyed as data via low data rate circuits. Other data bases may contain letter
size documents (e.g., medical and legal records) and therefore require considerable
resolution for unambiguous display. If adequate time is permitted for transmission, low
data rate channels may be used. Data bases with photographic material are common
in, for example, real estate sales. The addition of color and/or gray scale increases the
amount of data to be transmitted but, if there is no motion, can be conveyed over low
data rate circuits. If the transmission delay is annoying, higher data rate circuits can be
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used. X-ray data bases require excellent video with high resolution and extended gray
scale. Although the resolution for these requirements may be high and the gray scale
extended, no motion is required so that comparatively low data rate transmission
circuits can be used depending on the receiving personnel tolerance to transmission
delay. The higher resolution images require higher resolution terminals with display
refresh. In the news media, data bases containing motion clips are widely used. For
these applications, conventional resolution, gray scale, and color will suffice but the
motion requirements dictate considerably higher data rate circuits.

2.2.7 Digital Video Disks

Digital video disks using the MPEG compression algorithms have become very
popular. Their content ranges from feature motion pictures to the upper quality video
games. The video quality is dependent on the material recorded which to date is the
digitized NTSC version of the motion pictures and VGA video games. However the
capability should become equal to, and be compatible with, that of the HDTV standard.
The disks are inexpensive and very tolerant of handling.

The sudden increase in popularity of the video disk is due to the CD ROM
implementation and the fact that many homes already have a disk player; namely, the
CD ROM drive in their home computer.

2.3 Uses of Assessments

As with analog measurements, there are a number of potential uses for the
quality assessments of digital TV systems. Some of these uses are described in the
following sections.

2.3.1 In-place Systems

One use for quality assessments is to determine the possible degradation over
time of a digital TV system that has already been installed. By making measurements
at installation and periodically over a long period of time, subtle degradations in
performance can be detected. In addition, the nature of the degradations can lead to a
diagnosis of the location and nature of the problem. For example, it can point to the
coder, decoder, or network, and responsibility can be assigned. Of course in a digital
system most failures are catastrophic, not gradual. In order to make this type of
measurement, the two ends will likely be at different locations.

It should be noted that the only application of the draft ANSI standard that is
approved is this type.

2.3.2 Procurement Requirements

The existence of objective picture quality measures makes it possible for
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procurement agencies to specify minimum performance levels. They can be sure that
they will acquire systems that will provide acceptable video quality, and that
manufacturers do not take short cuts to reduce cost, such as fail to use motion
compensation. Thus units that only meet the letter of the mandatory standards, but do
not fully utilize them, can be eliminated from consideration. This is particularly
important for government procurements, where the fairness of a procurement must be

apparent.

The requirements can be expressed as minimum values on individual
performance values, or as an overall quality measure.

2.3.3 Acceptance Tests

Once the VTC has been procured to a quality standard, it must be tested to
insure that it meets the requirements.

For this type of measurement test sequences can be used, and the test can be
performed in the laboratory, with both terminals at the same location, with a
communications loop if required. It is also important that consistent results be obtained,
so as to protect the interests of both the vender and user of the equipment.

2.3.4 System Comparison

In some cases a user is considering the acquisition of a video communications
system, and wishes to purchase the system that provides the best performance for the
price. He may be faced with several possible systems, and their performance and price
may be quite similar. This means that measurements must be quite sensitive to small
differences between the performance of various systems. In some cases the user will
be interested in only an overall quality measure, while in other cases he will be
interested in individual parameters.

This is a politically difficult application, since each vendor will claim that the
measurement procedure is biased against his equipment.

2.3.5 Determining Bandwidth Requirements

A user may wish to determine what type of network he needs to support his
teleconferencing application. Specifically, he may wish to know what transmitted bit
rate is needed to provide acceptable performance. If there are published minimum
performance levels for different applications, such as room teleconferencing, he can try
his proposed video equipment at different bit rates to determine the least expensive
network that will meet his needs.
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2.3.6 Determining Error Sensitivity

Different networks may offer different levels of error performance. In order to
evaluate the sensitivity of codecs to transmission errors (or lost cells in an ATM
network), bit errors can be simulated. Then the objective performance measures can
be used to determine the quality of the output image.

2.3.7 Evaluating Interoperability

It is desired to evaluate the degree of interoperability of video codecs supplied by
different venders over different communications networks. In many cases, a particular
combination will either work (provide an output picture) or it won't. However, it may be
that in some cases, while a picture may be provided, the quality of the picture is not as
good as that when the same vendor's equipment is on both ends (perhaps because of
the use of proprietary algorithms). A method to quantify the loss of quality when
different equipments interoperate is needed. Note that the quality loss may be different
in each direction in this case.

2.4 In-service vs. Out-of-service tests

In some applications, it may be desirable to perform objective tests during the
actual transmission of live video signals. This could be the case for the application of
measuring the degradation of in-place systems. However, there are a number of
problems with this approach.

One problem is that there is no control over the content of the video scene that is
being transmitted during the test. This means that the image could be a blank screen,
which would provide almost no information about system performance, or a rapid
sequence of scene cuts, which would over-stress the codecs, and give misleading
results.

Another problem is that the scene content will vary from one test to another,
making it very difficult to obtain consistent results from one test to another, and from
one test implementation to another, no matter how sophisticated the test algorithm is.
Inconsistent results will give rise to doubts about the accuracy of the measurements.

In addition, with live signals there is no way to tag input frames so that they can
be identified at the output. Signals added to the blanking intervals will not be
transmitted to the destination, and signals added to the visible portion of the signal will
interfere with the normal operational use of the system. As will be seen, tagging frames
is useful for defining the start and end of the test, and providing a simple and reliable
method of measuring transmitted frame rate and jitter in frame rate, as well as time
delay.

On the other hand, with an out-of-service test, the input signal can be precisely
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controlled, input frames can be tagged so as to be identifiable at the output, an tests
can be run over exactly the same frames on each test. All of the applications described
in Section 2.3 can be performed out-of-service, with the possible exception of in-place
systems, but there will usually be periods when test signals can be inserted, such as at
the beginning or end of each conference.

2,5 Subjective vs. Objective tests

Subjective measures of video quality can be made using juries and accepted
testing procedures. In fact, the T1A1.5 used these procedures to establish a baseline
against which to compare objective measures. Reference A provides the guidelines for
such measurements. See Section 3.1 for details.

Subjective tests have a number of problems. One is that they are very costly.
They require a carefully constructed facility, a large number of personnel, and a long
time. It took the extensive resources of the T1A1.5 committee many months to perform
one series of tests that compared 25 different "systems". While this cost might not be
excessive for some applications, for most it could not be borne.

Another problem is the time delay before the results of the measurement
become known. This could be days or even weeks, rather than the minutes that are
required for some applications.

Subjective measurements require extensive juries of observers to judge the
quality of the video. This is not exciting work and cannot pay very well. There may be
great difficulty in recruiting people for this work.

Because of the human element, there will always be differences of opinion about
the quality of the video image. This leads to inconsistent results from measurement to
measurement, which can be reduced only by using very large juries.

In general, juries can only give overall impressions of video quality. If
measurements of the various parameters that contribute to video quality are desired,
then experts who are familiar with digital video artifacts would be needed.

For the above reasons, objective measures must be developed for measuring
video quality, with the possible use of subjective tests to provide a baseline.

2.6 Analog vs. Optical Interfaces

A serious problem exists if the system to be tested has an integrated camera,
and does not possess a standard analog (or digital) video electrical input interface,
such as NTSC or PAL. In this case there is no point at which a test signal can be
introduced, or at which the characteristics of a live input signal can be measured. This
type of system could be tested only by establishing a standard scene or set (such as
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the "mobile with calendar" scene that has been used to test codecs).

In addition, if the system to be tested has an integrated display, and does not
possess an electrical interface, it would not be possible to directly measure the
parameters of the output signal. An unattractive approach would be to have a camera
viewing the output display to produce an electrical signal that could be analyzed.

2.7 Video, Audio, and Combined Assessments

The primary focus of this document is the performance assessment of digital
video teleconferencing systems. However, it should be noted that audio plays a major
role in the overall performance of teleconferencing systems. In fact, it is generally
recognized that audio is the fundamental cornerstone to the overall performance in an
audiovisual system. In general, without audio, it is impossible to have any
teleconference. In addition, tests have shown that the audio quality greatly influences
the perceived overall audiovisual quality of the teleconference.

Digital audio coding has been practical and commercially available for a long
time - much longer than digital video coding. Consequently, the procedures for testing
digital audio coding systems are much more mature than are for testing digital video
systems. Techniques for audio subjective testing are extremely well defined. It should
be noted that there is a major distinction made for the performance of audio systems
which must handle a wide range of signals such as music as opposed to those which
code only speech signals. For example, the G.726 (16 Kbps) and G.723.1 (6.3/6.3
Kbps) speech coders are primarily designed to handle speech as opposed to a wide
range of audio signals.

The procedures for subjective testing of speech coders are extremely well
defined. The techniques include tests for different languages, genders, background
noise, and various error rates for differing numbers of tandemed circuits.

Objective testing of digital speech/audio coding is much more mature than
objective testing of digital video. Nevertheless, it is far from being considered to be
equivalent to subjective testing. Consequently, subjective testing of digital
audio/speech systems is most common, and work continues on the development of
techniques to objectively assess the quality of digital speech coders.

Since teleconference systems are gaining widespread acceptance, there is
interest in assessing the performance of the integrated multimedia terminal. Work in
testing integrated audiovisual terminals is still in its infancy. Issues to be addressed
include audio/video synchronization and relative audio/video bit rates.

The ITU is developing two standards which assess the overall performance of an

audio visual terminal. See Section 3.2.2 for a more detailed discussion.
Recommendation P.920, entitled “Interactive Test Methods for Audiovisual
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Communications’, defines subjective/objective test methods for measuring the ability to
perform interactive conversational tasks by means of multimedia terminals.
Recommendation P.AVQ, entitled “Subjective Assessment Methods for Global
Audiovisual Quality Evaluation in Multimedia Applications”, defines non-interactive
subjective assessment methods for evaluating the global quality of digital video with
accompanying audio for audiovisual applications such as videotelephony,
videoconferencing and storage/retrieval. The Recommendation describes the methods
which are suitable for evaluating the following quality aspects:

1) the global effect of coding impairments, taking into account the
interactions between audio and video degradation,

2) problems related to lack of synchronization between the two signals,

3) the impact of transmission errors on such video systems.

2.8 Single Quality Measure vs. Multiple Parameters

For some applications, there is some desire to obtain a single quality measure
for digital video systems. One such application might be a system comparison, where it
is desired that systems be ranked. This would be difficult to do if one system had better
spatial resolution while another had better motion response.

For analog TV systems, there are no objective measures of overall video
performance. This is because users are comfortable in specifying the individual
parameters that contribute to overall performance.

For most applications, having individual performance parameters is superior to a
single overall measure of performance. This is because for each user there are
different aspects of the video signal that are important to him. For example, for
surveillance applications the detail of the image is more important than very fast motion
response. Conversely, for videophone applications, good motion rendition might be
more important than a large amount of detail in the image. When individual quality
parameters are presented, each user can give them a weighting that is appropriate for
his application.

For each application, there could be several levels of service defined. Each level
of service would have a list of requirements in terms of the individual performance
parameters. This would be an aid to writing specifications for procurements, and
testing for acceptance.

While there have been several attempts at calculating an overall quality measure
from individual measured parameters, these have not been entirely successful. The
correlation between the overall measure and the subjective measure obtained from
extensive tests has been poorer than expected. (See Section 3.1)

While the possibility of a single objective quality measure should not be
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dismissed completely, this should be the final stage of the development, after individual
quality parameters have been carefully defined and tested.

29 Consistency

Even with well-controlled test patterns, and frame tagging that allows running
each test over the exact same frames, there is still a serious problem in obtaining
consistent results from test to test. This is because the encoder may have its own
irregularity or periodicity. For example, the encoder may provide Intra mode refreshing
at some rate. If Intra refreshing is done a frame at a time (allowed by all standard
algorithms, and required by some, such as MPEG), then the test results may depend
upon how many Intra frames are transmitted during the test sequence. For the H.261
and related standards, it would only be necessary to transmit one Intra coded frame
every 132 coded frames. If frames are coded at 10 frames per second, an Intra frame
would occur only once every 13.2 seconds. Therefore a test integration period less
than 13.2 seconds may or may not contain an Intra frame. Thus some tests would give
different results from others. In order to obtain consistent results, the integration period
would have to be much larger than the periodicity of the Intra refresh rate.

2.10 Real Scenes vs. Test Patterns

There is a question as to the type of input material that should be used to
perform various tests.

The use of real (natural) scenes has the benefit that they stress the codecs in
realistic ways, that it is almost impossible to do with artificial test patterns. This is not to
say that uncontrolled live signals should be used. As described in Section 2.4, in
almost all applications it is possible to used canned sequences, in order to obtain the
best possible consistency.

On the other hand, artificial test sequences are useful in measuring a specific
aspect of performance, such as resolution or motion rendition.

A possible compromise is to use test scenes that are made up largely of canned
natural scenes that are typical for the intended application, and to insert into these
scenes small windows of artificial test patterns, in order to measure specific
performance parameters. In addition, fiducial marks can be inserted to simplify spatial
registration. Time codes can be used to identify each frame. These permit a clear
definition of the start and finish of the test, and simplifies the measurement of the
average transmitted frame rate and frame rate jitter. The key is to make the windows
small enough so that they do not themselves provide a significant load to the codec, but
large enough so that they are well-defined even at the lowest bit rate.
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3 WORK STATUS

There is a great deal of activity, on a worldwide basis, to develop technology and
standards to assess the performance of digital video communication systems. The
performance of any TV system can be measured using two fundamentally different
approaches and technologies--subjective and objective. Subjective tests employ the
human eye as the ultimate measuring device (therefore very costly and time
consuming), while objective tests rely solely on instruments. Since the characteristics
and impairments of digital video are fundamentally different when compared to analog
TV, the technology for measuring digital picture quality (both subjective and objective)
must be updated. As would be expected, the work to subjectively assess performance
of digital video communication systems is far more mature than the technology to
objectively measure picture quality. One basic reason for this situation is that all
candidate objective measures must be validated by correlating them with ground truth
subjective test data.

As usual it is very costly to measure performance by subjective means, so there
is a strong motive to develop new objective measures. Although considerable effort
has been focused on this topic, much work remains to be done.

The purpose of this section is to summarize the status of the work to develop
performance assessment techniques for digital video teleconferencing systems. The
work is divided into four parts; (1) subjective tests performed by ANSI, (2) subjective
test standards, (3) objective test standards, (4) additional objective performance
assessment studies.

3.1 ANSI Subjective Tests

During 1994, the ANSI sub-committee responsible for video quality
measurement (T1A1.5) conducted a series of-subjective tests on a variety of
teleconferencing codecs. The tests were performed in accordance with ANSI
contribution T1A1.5/94-118R1, "Video Performance Standard Subjective Test Plan”.
Tests were performed at three different and widely separated laboratories, one of which
was Delta. The results of processing 25 different test scenes through 25 different
codecs (Hypothetical Reference Circuits - HRCs) were recorded on D2 digital tape.
Twelve analog test tapes were then produced with a random ordering of 64 or 65 of the
original scenes followed immediately by the same scene processed through one of the
HRCs.

At each lab, at least 30 observers were recruited who were not video experts,
some of which had some experience with video conferencing and some of which did
not. These observers were divided into three teams (red, green, and orange).
Members of the same team at the different labs saw the same four tapes with the same
HRCs on them. A few of the HRCs were assigned to two or three different teams, and
so had more observers.
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At each lab a room was made available for conducting tests in accordance with
CCIR 500-5. Up to three observers sat for each test session, which would last one or
two hours. Each observer saw all four tapes assigned to his team. For each
HRC/scene combination, the observer was asked to indicate whether his opinion of the
difference in quality between the reference and processed scene was: Imperceptible,
Perceptible but not Annoying, Slightly Annoying, Annoying, or Very Annoying. These
opinions were later converted to the numbers 5 through 1 respectively.

The result of the above was a set of at least 30 subjective opinion scores for
each of the 625 (25 x 25) HRC-scene combinations. Contribution T1A1 .5/94-148
"T1A1.5 Video Quality Project: GTE Labs Analysis" analyzed the results of the
subjective test. The results are summarized in Tables 1 and 2. Some of the
conclusions reached about the methodology of the test based on the results are:

° There was no significant difference between the results produced at the
three labs, indicating that there was good control over environmental
conditions and recruitment of observers.

° There was no significant difference in the results based on simple
observer demographics: age, sex, occupation, visual acuity, or
teleconferencing experience.

o The standard error for the mean opinion score of the average HRC-scene
combination was only 0.11 on the 1 to 5 scale, which is low enough to
serve as a reliable reference for objective measures.

° The mean opinion scores of HRCs correlates well with the video bit rate of
the HRCs. ‘

L The 5-point opinion scale seemed to constrain the response for very good
or very poor HRCs.
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Table 1
Hypothetical Reference Circuits
Ordered By Mean Opinion Score

HRC MEAN VIDEO RESOL. CODING NOTES

- OPINION  BIT RATE MODE

SCORE (Kbps)

1 4.87 - - None Null codec
3 4.77 45,000 Very High  Proprietary
2 443 - VHS None Baseline
24 3.86 1478 CIF H.261 Diff.
10 3.79 1536 tot. High Proprietary
25 3.71 1478 CIF H.261
22 3.65 710 CIF H.261 Diff.
8 3.47 768 tot. Medium Proprietary
23 3.30 710 CIF H.261 Errors
20 3.27 326 CIF H.261
9 3.25 768 tot. High Proprietary
7 3.17 384 tot. Medium Proprietary
5 2.96 336 tot. High Proprietary VQ
19 276 190 CIF H.261 Errors, 15 fps
21 2.73 326 CIF H.261 Errors
18  2.51 118 CIF H.261
4 2.38 128 tot. Medium Proprietary vQ
17  2.28 78 CIF H.261 Diff.
6 2.26 112 tot. Medium Proprietary
14  2.07 326 QCIF H.261 Diff.
16 1.91 70 CIF H.261
13 1.90 118 QCIF H.261
12 1.86 70 QCIF H.261 10 fps, no MC
11 1.83 70 QCIF H.261 Diff.
15 1.82 62 CIF H.261
NOTES:

Unless indicated, all H.261 use Inter coding with motion compensation, with FEC on.
'Diff.' indicates that coder and decoder are from different manufacturers.

'tot.' indicates the total bit rate, the video bit rate is not known.

"VQ' indicates Vector Quantization is the compression method.
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Table 2
Test Scenes Ordered By Mean Opinion Score

SCENE MEAN CONTENT DESCRIPTION
OPINION  CATAGORY
SCORE

f 3.67 A vtc1nw - woman reading news story
k 3.65 A disguy - male announcer
a 3.65 B vtc2mp - woman standing next to map
| 3.59 A disgal - female announcer (Miss Amer.)
u 3.51 D filter - schematic on pad, pointing
g 3.34 C 5row1 - 5 persons sitting in a row
j 3.25 A susie - woman talking on phone
b 3.15 B vtc2zm - woman & map, zoom and pan
p 3.12 C 3twos - 3 pairs of people, scene cuts
w 3.08 B vowels - teacher at whiteboard
X 3.07 D inspec - woman at viewgraph projector
d 3.01 C 3inrow - 3 men at table, pan
e 2.80 B boblec - man lecturing at chalkboard
o] 2.76 C intros - VTC introductions with pans
r 2.72 C splité - VTC 3 over 3 format
v 2.69 D ysmite - map of Yosemite, hand motion
c 2.67 D washdc - street map, hand motion
y 2.66 E fredas - Fred Astair tap dancing, B&W
h 2.65 E flogar - flower garden with pan
t 2.57 D rodmap - road map with hand motion, pan
m 2.54 B smity1 - salesman displaying box
n 2.50 B smity2 - salesman displaying magazine
q 2.31 C 2wbord - 2 people at whiteboard, cuts
s 2.22 D cirkit - circuit board with zoom
i 2.09 E ftball - football action
NOTES:
Content categories

A One person, mainly head and shoulders

B One person with graphics and/or more detail

C More than one person

D Graphics with pointing

E High object and/or camera motion (broadcast TV)

See Reference B for still images from these test sequences.
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3.2 Subjective Test Standards

Work is underway on the six standards listed below which contribute to the
subjective assessment of the performance of digital video Teleconferencing systems.
Two standards are being developed the ANSI/T1A1.5 (American National Standards
Institute), and four are being developed by the ITU (International Telecommunications

Union).

ANSI
- T1.801.01 - Subjective Test Scenes
- T1.801.02 - Terms and Definitions

- P.910 - Subjective Video Quality Assessment Methods for Multimedia
Applications

- P.920 - Interactive Test Methods for Audiovisual Communications

- P.930 - Principles of Reference Impairment System for Video

- P.AVQ - Subjective Assessment Methods for Global Audiovisual Quality
Evaluation in Multimedia Applications.

3.2.1 Subjective ANSI Standards

ANSI is in the process of finalizing two standards which are related to the
subjective assessment of the performance of digital video teleconferencing systems; (1)
T1.801.01 - Digital transport of Video Teleconferencing/Video Telephony Signals-Video
Test Scenes for Subjective and Objective Performance Assessment, (2) T1.801.02 -
Digital transport of Video Teleconferencing/Video Telephony Signals-Performance
Terms, Definitions, and Examples. These two standards are briefly described below.

ANSI T1.801.01-TEST SCENES

This standard defines a set of 25 test scenes which were assembled by the
ANSI/T1A1.5 committee for use in the development of techniques to assess the
performance of digital video teleconferencing and videphone systems. These scenes
were used in the subjective tests described in section 3.1, and may be used in future
objective tests. The purpose of the standard is to make available to the industry a
collection of video test scenes to aid in the development of objective test methodologies
that statistically correlate to the subjective performance.

The video scenes have been grouped according to five scene content
categories; (1) one person, mainly head and shoulders-four scenes, (2) one person with
graphics and/or more detail-seven scenes, (3) more than one person- six scenes, (4)
graphics with pointing- five scenes, (5) high object and/or camera motion-three scenes.
A single image from each of the test scenes is included in the standard.
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All of the video test scenes described in the standard are in the public domain.
Copies of a video tape containing the test scenes are available from ANSI. An Annex
describes the timing of the test tape in detail. The typical duration of one test sequence
is 13 seconds. A copy of the standard is included in Appendix A.

ANSI T1.801.02-PERFORMANCE TERMS, DEFINITIONS, AND EXAMPLES

This standard specifies a set of terms and definitions which are applicable to the
digital transport of Video Teleconferencing/Video Telephony (VTC//T) signals. The
purpose of the standard is to define a common terminology for use in the VICNT
community, thereby improving communication among current and future members. A
total of 15 general terms (e.g. lip sync, scene cut, spatial performance, etc.) and 16
impairment terms (e.g. blurring, edge busyness, jerkiness, etc.) are defined.

A set of illustrative video clips is included with this standard, primarily focusing on
the impairment terms but illustrating some of the general terms as well. The tape,
which is available from ANSI, is over 10 minutes in length, and contains 26 examples of
terms. When illustrating an impairment term, usually both the unimpaired ad impaired
versions of the video clip are present on the tape for comparison. A copy of the
standard is included in Appendix B.

3.2.2 Subjective ITU Standards

The ITU (Study Group 12) has "determined" that Recommendations P.910,
P.920, and P.930 are stable, and it is expected that they will be favorably "decided" at
the next Study Group meeting. P.AVQ is a Recommendation which is still is the early
drafting stage. Each of the Recommendations is briefly described below.

P.910

Recommendation P.910 (entitled "Subjective Video Quality Assessment Methods
for Multimedia Applications") defines non-interactive subjective assessment methods for
evaluating the quality of digital video images coded at low and medium bit rates (up to
2Mbit/s) for applications such as videotelephony, videoconferencing and storage and
retrieval. The Recommendation covers the following topics.

Laboratory set up to produce test sequences.
Laboratory set up to carry out subjective assessment.
Characteristics of the test sequences.

Test methods and experimental designs.

Analysis of data.

This Recommendation does not cover topics that are already included in other
Recommendations such as:
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° Video reference conditions, defined in the ITU-T draft Recommendation

P.930
° Procedures for monitor alignment, described in the CCIR Report 1221
° Interactive test methods, defined in ITU-T draft Recommendation P.920

P.920

Recommendation P.920 (entitled "Interactive Test Methods for Audiovisual
Communications") defines interactive evaluation methods for quantifying the impact of
coding artifacts and transmission delay on point to point or multipoint audiovisual
communications. This methodology is based upon conversation opinion tests, and can
be considered to be an extension of methods defined in ITU-T Recommendation P.80,
Annex A. Three major topics are covered by the Recommendation; (1) conversational
tasks to be performed by test subjects, (2) methods and experimental design, (3)
questionnaires.

Interactive audiovisual tests require the definition of a task to be performed by
the test subject. The task must be as natural as possible. However, at the same time, it
must stimulate the interactive communication, and the outcome must be somewhat
quantifiable. Examples of tasks are (1) name-guessing, (2) story comparison, (3)
picture-comparison. Several evaluation scales are offered to evaluate the performance
of the task.

P.930

Recommendation P.930 (entitled "Principles of a Reference Impairment system
for Video") describes the principles of an adjustable video reference system that can be
used to generate the reference conditions necessary to characterize the subjective
picture quality of video produced by compressed digital video systems. A Reference
Impairment System for Video (RISV) can be utilized to simulate the impairment
resulting from the compression of video sequences, independent of compression
scheme.

An RISV is capable of producing the following categories of distortions, either
singly or in combinations, with independent adjustment of each impairment level:

a) Artifacts due to conversions between analog and digital formats (e.g.,
noise and blurring).

b) Artifacts due to coding and compression (e.g., jerkiness, edge busyness,
and block distortion).

c) Artifacts due to transmission channel errors (e.g., errored blocks).

In this recommendation five types of impairments (block distortion, blurring, edge

busyness, noise, and jerkiness) are defined and general methods for implementing
these impairments are provided. Appendix | describes a specific implementation of
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these impairments. Other impairments are the subject for future study.

From the viewer's point of view, the impairments produced by the RISV should
be a good approximation of impairments generated by digital video coding and
transmission systems.

Three possible applications for the RISV are: (1) creating reference conditions in
subjective tests of digital video systems to ensure that the quality of the scenes
presented to viewers covers the entire range of picture quality, (2) defining standard
video impairment levels that can be used to compare subjective test results, and (3)
quantifying the user-perceived quality of a video system with respect to a known
reference.

Although this recommendatioin describes the principles of an RISV, before an
implementation can be recommended, validation tests are required.

Appendix | describes VIRIS (a Video Reference Impairment System) developed
by Bellcore, which is a specific implementation of an adjustable reference impairment
system for video. Although the studies done at Bellcore were with MPEGH1, VIRIS can
also be used with other compression schemes, such as H.261.

3

P.AVQ

Draft Recommendation P.AVQ (entitled "Subjective Assessment Methods for
Global Audiovisual Quality Evaluation in Multimedia Applications”) defines non-
interactive subjective assessment methods for evaluating the global quality of digital
video with accompanying audio for audiovisual applications such as videotelephony,
videoconferencing and storage/retrieval.

The Recommendation describes the methods which are suitable for evaluating
the following quality aspects:

1) the global effect of coding impairments, taking into account the
interactions between audio and video degradation,

2) problems related to lack of synchronization between the two signals,

3) the impact of transmission errors on such video systems.

These methods can therefore be used for several different purposes including,
but not limited to, selection of algorithms, ranking of audiovisual system performance,
and evaluation of the quality level during an audiovisual connection.

The Recommendation describes, test methods/experiment design, evaluation
procedures, and statistical procedures for reporting results.
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3.3 Objective Test Standards

ANSI is actively working on two standards which contribute to the objective
assessment of the performance of digital video teleconferencing systems. The first
standard (T1.801.03-Digital Transport of One-Way Video Signals; Parameters for
Objective Performance Assessment) is near completion in the approval process. The
second standard (Visual Channel Delay and Frame rate Measurement) is very early in
drafting process. Brief descriptions of the two standards are included below.

T1.801.03 - PARAMETERS FOR OBJECTIVE PERFORMANCE ASSESSMENT

This standard covers the operational assessment of one-way, 525 line video
systems utilizing digital transport facilities. It gives the measurement parameters which
may be used to detect changes in the current status of a system when used in
comparison with a set of reference measurements on the same system made under
initial provisioning circumstances. Additionally, there are diagnostic parameters
identified in this standard that may be utilized to characterize aspects of one-way video
signals.

This standard specifies methods of measurement of the end-to-end transmission
quality (analog input/analog output) for one-way video transmission service channels
that employ digital transport. The initial application for this standard is detecting the
continued operational readiness of one-way, 525 line video systems utilizing digital
transport facilities.

The purpose of this standard is to assure the uniform application of, provide a
framework for, and provide definitions of standard video performance parameters for
one-way video signals transported digitally by portions of the telecommunications
network. This standard is intended to be especially useful as a basis for comparing the
present operational readiness of a system with the same system’s past performance.
This standard is intended to provide a common understanding by manufactures,
carriers, and their customers.

ANS| Committee T1 recognizes that, in the first applications of this standard,
accuracy may depend heavily on the expertise and objectivity of the technical staff
performing the various measurements. It is expected that, over time, industry
experience in applying the standard will reduce the need for a highly-trained staff to
correctly apply the standard.

While the subjective tests to date have been probably more extensive than any
previously reported in this area, it is clear that any proposed framework and supporting
set of key parameters will greatly benefit from initial results reported as a result of real-
world application. This framework must be applied extremely carefully; it is believed
that its most effective initial use is in the monitoring of changes in performance of
installed systems. However, such applications must be critically followed to assess the
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degree to which resuits 1) are reproducible, 2) measure changes in systems that result
in visible artifacts and/or distortions, and 3) are insensitive to video sequences different
from those used in the T1A1 test program.

It is expected that work will continue to refine and improve the framework and the
specification of the key parameters. Therefore, it is expected that this standard will be
reissued from time to time.

The standard defines four objective parameters using artificial test signals (e.qg.
frequency response, active video area, etc.) and fifteen parameters using natural test
scenes (e.g. max. added motion energy, % repeated frames, max. added edge energy,
etc.). The standard provides an overview of the objective parameters and defines the
method of measurement in detail.

VISUAL CHANNEL DELAY AND FRAME RATE (DFR) MEASUREMENT

The ANSI/T1A1.5 standards organization has initiated a project to measure the
delay and the transmitted frame rate of a digital video teleconferencing system. Delay
and frame rate are key parameters to the assessment of the performance of
audiovisual communication system. If the delay is too great, or the frame rate too low,
performance suffers. In addition, it is important to measure video delay to determine
the preferred level of audio delay to achieve lip synchronization.

The fundamental procedure which is used in this measurement process requires
the matching of video frames by the computation of the mean-square-error of a frame
pair. In this way input/output frames are compared to measure delay, and a sequence
of output frames are correlated with each other to distinguish between transmitted and
repeated frames. The process is very computation-intensive, and alternatives are being
investigated. One possibility is to insert small artificial reference marks in the each
input analog video frame to assist in the spatial and temporal alignment of the output
pictures.

3.4 Additional Objective Performance Assessment Studies

The purpose of this section is to discuss additional work which has been, and
continues to be, directed toward the development of objective measures of VTC/VP
system performance. Work in this area is divided into two parts; (1) development of
new artificial test signals, (2) spatial/temporal reference marks. The efforts in these two
areas are discussed below.

DEVELOPMENT OF NEW ARTIFICIAL TEST SIGNALS
The performance of analog video systems is accurately defined by quantitative

objective standards which are based solely on artificial test signals such as sine waves,
impulses, square pulses, color bars, etc. These quantitative objective tests are simple
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to perform because cost effective test equipment is readily available in the marketplace.
There is some hope that, in a similar way, the performance of digital video systems may
also be objectively measured using artificial test signals. To make progress in this
direction, work has been undertaken to devise artificial test signals for this purpose.

Obijective tests for digital videoconferencing systems are divided in two
categories; those which measure distortion in still scenes, and those which measure
distortion in moving scenes. lt is relatively straightforward to devise artificial signals to
measure distortion for stationary scenes. In fact, four objective tests using stationary
artificial test signals are defined in ANSI standard T1.801.03 which is designed to test
digital videoconferencing systems. Since distortion is frequently evident in most
videoconferencing systems when there is a lot of moving detail, it is particularly
important to develop objective test for moving scenes. It is this type of test which is
very new, having no counterpart in the previous analog test standards. Consequently,
it is in this area (measurement of motion distortion) that much of the work in devising
artificial test signals has been focused.

Consideration has been given to two different types of artificial test signals to
measure motion destortion; the first occupies the entire video frame while the second
occupies a window in a natural scene. Delta Information Systems has examined two
different types of full-frame test signals designed to measure motion distortion--(1)
rotating wheel to measure temporal frequency response, (2) switched dot pattern to
measure scene cut response.

The rotating wheel test signal features three different spoke widths, which
combine with various rotation speeds to produce 23 different patterns. These patterns
are included with the 25 natural test scenes used for the ANSI subjective tests
discussed in section 3.1. Preliminary tests have been performed using the rotating
wheel, and the results have been inconclusive. It was found to be difficult to develop a
reliable test procedure to deal with the appearance of aliased output test patterns.

It was proposed to measure the Scene Cut response (SCR) of a VTC/VP system
by the use of switched dot patterns featuring three different sized white dots alternating
with a black background. The SCR is defined as the number of frames required for full
amplitude response following a pattern switch. The SCR was found to be a poor
predictor of subjective performance because video encoders employ widely different
coding strategies when a sudden scene change occurs, such as a scene cut. One
manufacturer may feel that the user prefers to see the scene continuously build up from
the original image to the new image. Another vendor may feel that the user would be
distracted by the dynamically changing, distorted transitional images and would prefer
to take a long time to transmit the first new frame with very high quality. In both cases,
the input scene cut is distorted; it is merely a matter of the type of distortion which
different vendors consider least disturbing to the eye. It may be possible to develop an
SCR test which is sufficiently robust that it would be able to yield a single universal
measure of distortion to an input scene cut regardless whether the codec created a
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transition or delay distortion.

Consideration has been given to other types of full-frame artificial test scenes.
The scene could be composed of multiple objects (e.g. ellipses having differing shapes)
moving in a variety of patterns and speeds. The objects could take on a few different
characteristics -- uniform/non-uniform brightness, color, etc. The picture background
could also be varied in texture according to an easily defined algorithm. In all cases,
the objective would be to create rich complex test patterns with relatively simple
algorithms so that they can be easily created at the receiver to use as a reference to
measure distortion. A key objective is to define dynamic test patterns which will give
rise to cleanly identifiable distortions which are typical in VTC/VP systems.

SPATIAL/TEMPORAL REFERENCE MARKS

In the execution of objective tests for videoconferencing systems, it is necessary
to perform independent measurements in the two fundamental dimensions of the
television signal--[1] spatial-within a picture, [2] temporal-from picture to picture. To
perform these measurements it is important to be able to align independent TV frames
to perform intraframe tests, and to uniquely mark adjacent frames to perform tests in
the interframe domain. Delta has initiated a project to insert unique reference marks
into any source video signal to accomplish these objectives.

The proposed spatial and temporal reference marks are illustrated in Figure 3.1.
The spatial reference marks, also known as fiducial marks, are located in the corners of
the image. They occupy 30x30 pixels and are located 40 pixels from the corner of the
picture. These marks will make it easy to align two pictures to make measurements
such as mean-square-error.

The time code is a nine-bit Gray code where each bit is a 30x30 pixel square. It
is centered between the bottom two fiducial marks. The code will continuously
increment through 512 unique words and then repeat. In this way, all the frames in a
video sequence of 17 seconds length will be uniquely identified. This will greatly
simplify the measurement of video delay and frame rate.

Delta has generated the spatial and temporal reference marks and has inserted
the pattern in the standard test scene shown in Figure 3.2 (scene M, Smity1, of the
scenes used in the ANSI subjective tests). Work is underway to determine whether the
proposed code is sufficiently robust and has a sufficiently small impact on the statistics
of the original test scene. Preliminary results appear very promising.
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LAYOUT OF FIDUCIAL MARKS AND TIME CODES
FOR VTC QUALITY ASSESSMENT
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4 CONCLUSIONS AND RECOMMENDATIONS

It has been established that it is very important to improve the procedures to
subjectively and objectively assess the performance of digital video teleconferening
systems. It has been shown that work to measure video performance by subjective
means is relatively mature while the work to achieve this goal by objective procedures
is just beginning. Itis planned to continue the performance assessment work in the
following specific areas.

o continue to support the domestic and international standardization work
by the ANSI and ITU organizations in their development of standards to
subjectively and objectively assess the performance of multimedia
terminals.

° develop, and evaluate, artificial test signals which show promise of
objectively measuring the performance of digital video conferencing
systems.
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Foreword
(This foreword is not™part of American National Standard T1.801.01-1995.)

The availability of standard test material for testing the performance of video codecs is
- a recognized industry need. In 1992, the CCIR published Recommendation 802. This
Recommendation primarily addressed the need for studio quality test pictures and
sequences for subjective assessments of digital codecs conveying signals produced
according to Recommendation 601. Committee T1A1 has produced a set of test
scenes appropriate for testing Video Teleconferencing/Video Telephony (VTC/VT)
systems. A few of the VTC/VT test scenes that were selected by T1 members were
obtained from CCIR Recommendation 802 source material (whose test segments are
in the public domain). The other test scenes were submitted directly by members of
T1. These VTC/VT test scenes have subsequently been used to conduct both
subjective tests and objective tests.

The program of work for the VTC/VT project includes the development of a standard
video test tape to be used in the correlation of subjective and objective test results.

The resulting test tape, in D2 digital format, is provided as an integral part of this
standard. This text document provides an explanation of the content of the tape and its
use. S . : :

Because the substance of this standard includes the test scenes themselves in the form
of a video tape, the reader must be aware that not all sections called for in the ANSI
Guidelines will be found in this standard. '

This standard contains four annexes. Annex A is normative and is considered part of
this standard. Annexes B, C, and D are for information only.




1. Scope, purpose, and application

1.1 Scope

This standard specifies a collection of test scenes that have been used for subjective
assessment and may be used in future objective assessment of Video
Teleconferencing/Video Telephony (VTC/VT). The scenes represent limited examples
of the content that may be found in VTC/VT usage. The collection does not constitute a
balanced set of scenes in any known way, and use of the scenes to determine an
overall performance assessment is beyond the scope of this standard. Other test’
scenes may be used in video performance assessment, but their specification is also
beyond the scope at this time. The test scenes identified within this standard are
applied at the analog input interface shown in Figure 1. Service channel interfaces
(analog input and analog output) are between VTC/VT transmission service providers
and end-users.

M-NTSC M-NTSC
Analog Analog
input : _ Output -
O—————— Encoder | Decoder p——0O
T Digital | !
| : Circuit {
! _ I
Test Test
Interface Interface

Figure 1 Digital transmission service channel with interfaces

1.2 Purpose

The purpose of this standard is to make available to the industry a collection of video
test scenes for the subjective performance evaluation of VTC/VT transmission systems
on digital transport. It is intended to provide a common understanding by
manufacturers, carriers, and their customers; and to aide in the development of
objective test methodologies that statistically correlate to the subjective performance.

1.3 Application

The primary application of this collection of test scenes is in the assessment of VTC/VT
transmission systems according to standardized methods. Some test scenes have an
accompanying audio track, but the audio must be used carefully if at all because of the
variation in master audio quality. Test methodologies and quantitative measurement
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criteria, for testing transmission systems, utilizing these test scenes will be addressed in
a separate document.

2. Normative References

The following standards contain provisions which, through reference in this text,
constitute provisions of this American National Standard. At the time of publication, the
editions indicated were valid. All standards are subject to revision, and parties to ‘
agreements based on this American National Standard are encouraged to investigate
the possibility of applying the most recent editions of the standards indicated below.

SMPTE 170M, SMPTE Standard for Television - Composite Analog Video Signal -
NTSC for Studio Applications, sections 11 and 13." '

SMPTE EG 27, Supplemental Information for SMPTE 170M and Background on the
Development of NTSC Color Standards, Table 2.

3. Abbreviations

 ANSI  American National Standards Institute

CCIR Intemnational Radio Consultative Committee
HRC Hypothetical Reference Circuit
NTSC National Television System Committee

SMPTE Society of Motion Picture and Television Engineers

VTCNT Video Teleconferencing/Video Telephony

4. Test Tape

4.1 Description of Test Scenes

Table 1 provides a description of the video scenes on the test tape. Video scenes have
been grouped according to one of five scene content categories (A, B, C, D, and E). A
single image from each of the test scenes is provided in Table 2.

' Available from the Society of Motion Picture and Television Engineers (SMPTE), 595 W. Hartsdale
Ave., White Plains, NY 10607.
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Table 1 Description of Test Scenes

Scene Scene Video Description Audio Description
Content Abbreviation
Category
vtcinw Woman sitting reading Voice
news story '
A Background - moderate level,
broadband noise
(One person, susie Susie on telephone -
mainly disguy Male announcer Voice
"head and
shoulders) Background - low level hum
disgal Female announcer -
(Miss America) .
vtc2mp Woman standing next Voice - slightly muffled
to map _ _
Background - low level, low
: S . - . frequency hoise
vtc2zm Woman standing next - Voice - slightly muffled |
‘to map with pointer, f
map zoom and pan Background - low level, low
: frequency noise
boblec Bob's lecture at chalkboard Voice.
B
Background - moderate level,
(One person broadband noise;
with graphics excessive chalk noise
and/or smity1 Salesman at desk with box Voice
more detail)
Background - very low
level hum
smity2 Salesman at desk with Voice
magazine
Background - very low
level hum
vowels Woman at whiteboard Voice
teaching vowels
Background - moderate level,
narrowband noise; responses
of students are audible
inspec Woman at a Voice

document camera

Background - moderate level,
narrowband noise




.Scene Scene Video Description Audio Description
Content Abbreviation ‘
Category
3inrow Men at table, camera pan Voice
Background - low level, low
frequency noise
Srow1 Five people in a row sitting Voice
at a table ) . ‘
Background - low level, -
C narrowband noise;
table mike has picked up
(More than some handling noise
one person) intros Introductions of people sitting -
at table, camera pans
3twos Three pairs of people, -
scene cuts
2wbord Two people at white board, -
scene cuts
splité Split screen, 6 people
washdc ~ Washington DC map with -
hand and pencil motion
cirkit Circuit diagram, camera pan -
rodmap Road map with hand and pen -
D motion, camera pan
filter Filter diagram on yellow pad Voice.
(Graphics with hand motion
with Background - moderate level, -
pointing) narrowband noise
ysmite Yosemite map with Voice
hand motion .
(slowly varying intensity Background - moderate level,
fluctuations) narrowband noise
flogar Flower garden with windmill, -
E camera pan
ftball Football game -
(High object fredas Fred Astaire tap dancing Music and taps - level jumps
and/or up 5 seconds after start
camera (Black and White,
motion) VHS Source) Background - quality
consistent with older black
and white movie soundtracks
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Table 2 Sample Images of Test Scenes
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E. High object and/or camera motion

fredas

4.2 Availability of test tape

All of the video test scenes described in this standard are in the public domain. The
master tape containing the scenes is kept by ANSI. This master tape is in the D2 digital
format. Copies of the master tape are available in the D2 digital format. Copies of the
‘master tape in other formats may be negotiated. Tapes provided by ANSI in analog
formats should not be duplicated for testing purposes.

4.3 Calibration of test tape playback equipment

The test tape playback equipment shall meet the following specifications given in
SMPTE 170M: ‘
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1) Color frequency (fubcarrier), section 11.1.

2) Line frequency (horizontal), section 11.2.*

3) Field fréquency (horizontal), section 11.3.

4) Horizontal timing, table 2, section 13.1.

5) Vertical timing, table 3, section 13.3.

The 75% SMPTE color bar test signal that appears at the beginning of the test tape

(see Annex A) shall be used to calibrate the video and chroma levels of the test tape
playback equipment so that these levels are in accordance with table 2 of SMPTE EG

27.

? Time base correction may be required.
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Annex A

(Normative)
Test tape timing description
Scene Begin Time Code Duration Comments
(hh:mm:ss:ff) (seconds) _
75% Color Bar 00:00:00:00 60 Includes 1 khz audio test tone
Tape Header 00:01:00:00 60 "ANSI T1.801.01-1995, Ameérican
National Standard for
Telecommunication - Digital
Transport of Video
Teleconferencing/Video Telephony
Signals - Video Test Scenes for
Subjective and Objective
Performance Assessment”
vicinw (title) 00:02:00:00 3
shallow ramp 00:02:03:00 3
vtcinw 00:02:06:00 13
- susie (title) 00:02:19:00 3
shallow ramp 00:02:22:00 3
susie 00:02:25:00 13
disquy (title) 00:02:38:00 3
shallow ramp 00:02:41:00 3
disguy 00:02:44:00 13
disgal (title) 00:02:57:00 3
shallow ramp 00:03:00:00 3
disgal 00:03:03:00 13
vic2mp (title) 00:03:16:00 3
shallow ramp 00:03:19:00 3
vtc2mp 00:03:22:00 13
vtc2zm (title) 00:03:35:00 3
shallow ramp 00:03:38:00 3
vic2zm 00:03:41:00 12
boblec (title) 00:03:53:00 3
shallow ramp 00:03:56:00 3
boblec 00:03:59:00 13
smity1 (title) 00:04:12:00 3
12




Comments

Scene Begin Time Code Duration

(hh:mm:ss:ff) (seconds)
shallow ramp 00:04:15:00 3
smity1 00:04:18:00 13
smity?2 (title) 00:04:31:00 3
shallow ramp 00:04:34:00 3
smity2 00:04:37:00 13
vowels (title) 00:04:50:00 3
shallow ramp 00:04:53:00 3
vowels 00:04:56:00 13
inspec (titie) 00:05:09:00 3
shallow ramp 00:05:12:00 3
inspec 00:05:15:00 13
3inrow (title) 00:05:28:00 3
shallow ramp 00:05:31:00 3
3inrow 00:05:34:00 13
Srow1 (title) - 00:05:47:00 3
shallow ramp 00:05:50:00 3
Srowl 00:05:53:00 13
intros (title) 00:06:06:00 3
shallow ramp 00:06:09:00 3
intros 00:06:12:00 13
3twos (title) 00:06:25:00 3
shallow ramp 00:06:28:00 3
- 3twos 00:06:31:00 13
~ 2wbord (titie) 00:06:44:00 3
shallow ramp 00:06:47:00 3
2wbord 00:06:50:00 13
split6 (title) 00:07:03:00 3
shallow ramp 00:07:06:00 3
split6 00:07:09:00 13
washdc (title) 00:07:22:00 3
shallow ramp 00:07:25:00 3
washdc 00:07:28:00 13




Comments

Scene Begin Time Code Duration

(hh:mm:ss:ff) (seconds)
cirkit (title) 00:07:41:00 3
shallow ramp 00:07:44:00 3
cirkit 00:07:47:00 13
rodmap (title) 00:08:00:00 3
shallow ramp 00:08:03:00 3
rodmap 00:08:06:00 13
filter (title) 00:08:19:00 3
shallow ramp 00:08:22:00 3
filter 00:08:25:00 13
ysmite (title) 00:08:38:00 3
shallow ramp 00:08:41:00 3
ysmite 00:08:44.00 13

flogar (title) 00:08:57:00 3

shallow ramp 00:09:00:00 3
flogar 00:09:03:00 13
~fiball (title) 00:09:16:00 3
shallow ramp 00:09:19:00 3
ftball 00:09:22:00 13
fredas (title) 00:09:35:00 3
shallow ramp 00:09:38:00 3
fredas 00:09:41:00 13
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Annex B
(Informative)

Calibration and Test Setup

A possible calibration and test setup is shown in Figure B.1. A Tektronix VM 700 Video
Measurement Set is used to test the video signal from the tape playback equipment. -
The VM 700 can function as both a vector scope and a waveform monitor. In addition,
it has the capability for measuring line by line jitter. This measurement can be used to -
ensure the time base accuracy. Two examples are included below. Figure B.2 shows
the jitter from a commercial quality VHS tape player and Figure B.3 shows the jitter
from a Betacam SP tape player which has a built-in time base corrector. As can be
seen from Figures B.2 and B.3, the Betacam SP signal has only 6 ns peak to peak (p-p)
jitter while the VHS signal has 180 ns p-p jitter.

The shallow ramp test signal before each test scene can be used to monitor signal to

noise ratio degradations of the test tape. We recommend that when the signal to noise
ratio of the test tape falls below 50 dB for any scene, that the test tape be discarded.

— To Codec

Distribution .
VTR > Amplifier ———1  Monitor

—1 VM 700

Figure B.1 Calibration and Test Setup
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VM700A Video Heasuramant Set

Channel A System Default 12-May-95 13146:06
H Sync Jitter in a Frame (NTSC)
Line Jitter (Line 20 to 258) — 188 n sec p-p
11
F
I -
E
L
]
1
F
I
E
L
D
e
5285 1+ S §
v T v T v T v v Y T Y Y
-1208.8 -808.8 -4868.8 a.8 420.0 g8e8.e
(n sec)
Average Off
verage Max Hold Extract Meas.Line| {Meas.Line] |Rescale
Num 32 UCR.HD . SU)| - Start 20} [End 258
VM700A Video Measurement Set )
Channel A System Default 12-May-95 13347240

Frome Jitter Waveform (NTSC3

u sec (Frame Pertad Jitter) Pk to Pk

3.87 u sec

S.e
4.0
3.8
e .8
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-5.

T

2.8 4.8 6.8 8.8 18.0 12.0

Fraq.Lock| |Spectrum
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14.8

16.8
sec

Rescale

Figure B.2 Horizontal sync jitter of commercial quality VHS tape player
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VM700A Video Measurament Set

Channel A System Default 12-May-93% 13:22:38

H Sync Jitter in a Frame (NTSC)

Line Jitter (Line 20 to 258) -- 6 n sec p-p
1"
F
I
E
L
[
1
F
I
E
[N
o]
2
S25 1+
T LS T ¥ T L] Lg
-16.6 _-18.@ 5.0 8.8 s.8 18.08 1.8
(n sec)

Average Off

VN700A Video Measurement Sat .
Channel A Systea Default 13-May-95 133137308

Frame Jitter Uaveferm (NTSC)

n sec (Framo Period Jitter) Pk to Pk 8 n sec

30.61
25 .0
26 .06
15.04
18.84
S.01.

e oA e A s o
-S.e81
~10.8+
-15 .04
-20 .8
—25 . &
-306 .0

L4 Y T T L v T

Y
2.8 4.0 6.9 8.8

T T T T Y T

10.8 12.0 14.0 16.0

Figure B.3 Horizontal sync jitter of Betacam SP tape player
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Annex C
(informative)

Brief statistics for 25 scenes rated for video quality

This Informative Annex is intended as a brief guide to the use of the 25 scenes that had
been tested and calibrated as part of the T1A1.5 program for developing measures of
video quality. The scenes themselves are not remarkable; the data collected about
these scenes, however, make them a unique resource. For further information about
the testing program and its results, see Morton (Subjective Test Plan, T1A1 .5/94-
118R1) and Cermak & Fay (T1A1.5 Video Quality Project, T1A1.5/94-148).

Scenes. Briefly, 25 scenes had been chosen to represent five categories that are
typical of video telephony, video teleconferencing, and limited entertainment video.
These categories cover a wide range of movement and detail. Each scene was edited
to a length of nine seconds (plus at least three seconds of leader to allow the coding
system to stabilize). Members of the committee had donated the video footage. The
categories are: o

A) One person, mainly head and shoulders (vtc1nw, susie, disguy, disgal) .
B) One person with graphics and/or more detail (vtc2mp, vtc2zm, boblec, smityT, B
smity2, vowels, inspec) o ' -
C) More than one person (3inrow, Srow1, intros, 3twos, 2wbord, split6)

D) Graphics with pointing (washdc, cirkit, rodmap, filter, ysmite)

E) High object and/or camera motion (flogar, ftball, fredas)

HRC's. Each scene was processed through each of 25 actual video systems
(Hypothetical Reference Circuits, or HRC's) chosen to span a broad range of video
quality. The 25 HRC's represented the following categories (see Morton, Subjective
Test Plan, T1A1.5/94-118R1 for a fuller description of the individual HRC's). These
systems cover a range of (nominal) bit rates from 112 kb/s to 70 Mb/s. Categories:

- High quality

- Vector quantization, medium rate
- Proprietary, low to medium rate

- Proprietary, medium to high rate
- QCIF, low rate

- QCIF, medium rate

- CIF, low rate

- CIF, medium rate

- CIF, high rate

Ratings. 114 judges rated each scene; the judges were from three geographically
distinct areas, Boston, Boulder, and Washington, DC. Roughly half of the sample of
judges was experienced with video teleconferencing. Each presentation of a scene
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consisted first of the scene in its original form, then the scene as processed through
one of the 25 HRC's. The judge rated the processed scene on the following five-point
scale taken from CCIR Recommendation 500-5:

Imperceptible (difference from the original)
Perceptible, but not annoying

Slightly annoying

Annoying

Very annoying

AL Ao

Results. In order to choose scenes that are better able to discriminate among the
systems being tested, the measurement results given below are useful. For each
scene/HRC combination, scores were first averaged over the viewers to produce a
mean opinion score (MOS). This removes much of the effects due to subject variability
and noise. The MOSs were then averaged over the HRCs to produce a mean and
standard deviation for each scene. These values are shown in the table below. The
more important statistic in the table is the standard deviation because it indicates the
ability of the particular scene to discriminate among video systems. A larger standard
deviation is due to a greater spread in the values and therefore indicates a greater
ability of the scene to differentiate between HRCs. The mean of the HRC MOSs is also

of some interest when selecting scenes. Scenes with mean values near5or1show . - -
especially poor discrimination in the sense that they make nearly all HRCs look equally

good or bad.

The table is broken down into 10 columns. The scene is designated by the scene
abbreviation given in Table 1 of ANSI T1.801.01. The category, denoted by uppercase
letter, corresponds to those listed above and in Table 1 of ANSI T1.801.01. The mean
(Mean) and standard deviation (Stdev) are given for each of four classes of HRC's, so
the scenes are calibrated with respect to classes of HRC's and not just in general. The
first class is all 25 HRC's (All). The second class is 10 HRC's with nominal bit rates
below 300 kb/s (<300 kb/s). The third class is nine HRC's with nominal bit rates
between 300 kb/s and 800 kb/s (300-800 kb/s). The fourth class is six HRC's with
nominal bit rates above 800 kb/s (>800 kb/s). '

By using the results below, one can choose scenes better able to discriminate among
the systems being tested. Also, one might decide not to test two scenes with nearly
identical results in the table (e.g., smity1 and smity2, vowels and inspec) if resources
for testing are constrained.

Category § Scene All < 300 kb/s 300-800 kb/s > 800 kb/s

mean | stdev | mean | stdev | mean | stdev | mean | stdev

vicinw 3.67 0.80 3.15 0.58 3.81 0.73 4.54 0.34

susie 3.25 0.96 2.38 0.44 3.62 0.45 4.46 0.39

disguy 3.65 0.78 2.99 0.45 3.90 0.54 4.60 0.20

> P>

disgal 3.59 0.82 2.95 0.65 3.85 0.50 4.53 0.39
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> 800 kb/s

Category | Scene All < 300 kb/s 300-800 kb/s
mean | stdev | mean | stdev | mean | stdev | mean | stdev
B vtc2mp 3.65 0.90 3.01 0.60 3.90 0.86 4.60 0.31
B vtc2zm 3.15 0.80 2.55 0.43 3.27 0.47 4.23 0.49
B boblec 2.80 1.10 1.84 0.45 3.13 0.61 4.28 0.59
B smity{ 254 1.12 1.65 0.28 2.67 0.40 4.25 0.67
B smity2 2.50 1.12 1.64 0.40 2.57 0.43 4.22 0.67
B vowels 3.08 0.93 2.31 0.42 3.33 0.50 4.30 0.51
B inspec 3.07 0.97 2.26 0.56 3.37 0.55 4.30 0.47
C dinrow 3.01 0.89 .| 2.30 0.38 3.22 | 0.54 4.18 0.61
C Srowi 3.34 0.98 2.55 0.57 3.65 0.78 | 4.49 0.39
C intros 2.76 0.99 1.99 0.39 2.96 0.56 4.05 0.78
C 3twos 3.12 090 | 2.37 0.51 3.38 0.61 4.26 0.42
C 2wbord 2.31 1.19 1.38 0.23 2.48 0.65 4.00 0.93
C splité 2.72 1.19 1.62 0.28 3.12 0.61 4.36 0.45
D washdc 2.67 0.88 2.06 0.39 2.74 0.49 3.89 0.75
D cirkit 2.22 1.02 1.62 0.24 2.25 0.47 3.70 0.93
D rodmap 2.57 1.07 1.72 0.34 2.75 0.52 4.06 0.82
D filter 3.51 0.96 2.81 0.66 3.76 0.84 4.55 0.24
D ysmite 2.69 1.15 1.71 0.43 3.01 0.73 4.24 0.37 -
_E flogar 2.65 | 0.88 2.05 0.24 2.65 0.42 | 3.96 0.79
E ftball- 2.09 {1 1.11 1.40 0.30 2.00 0.45 -3.76 1.10
E fredas 2.66 1.12 1.66 0.44 2.98 0.52 423 | 043
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Foreword (This foreword is not part of American National Standard 71.801.02-1995.)

This standard specifies a set of terms and definitions which are useful in
descriptions of digital video telephony system quality. Until now, practitioners in
this industry have used certain terms when communicating about their work, and
have been particularly creative in choosing designators for the imperfections
(impairments or distortions) associated with digital transmission of video and
images. Many terms lacked formal definitions and two difficulties emerged, the
introduction of terms having essentially identical definitions with existing terms,
and the use of different definitions for the same term. The desire to
communicate about this art as clearly as possible has prompted the
development of these standard terms and definitions. Also, the desire for clarity
has prompted the inclusion of a video tape of illustrative examples for many of
the definitions as an informative annex (annex A). For those who seek more
information, a Bibliography of related standards and publications may be found
in annex B.

This standard was developed by Technical Subcommittee T1A1 under the Video
Teleconference/Video Telephony Performance project. This project was begun
in 1988 under the auspices of Technical Subcommittee T1Q1. With the goal to
develop useful information for describing the performance of video telephony
systems, members of the subcommittee recognized that communication in their
industry would benefit from the standardization of their terminology. Further,
that the terms and definitions combined with illustrative examples are of
sufficient value to communicate to the industry on their own.

Suggestions for the improvement of this standard are welcome. They should be
sent to the Alliance for Telecommunications Industry Solutions , 1200 G Street,
N.W., Suite 500, Washington, D.C. 20005.

This standard was processed and approved for submittal to ANSI by Accredited
Standards Committee T1 - Telecommunications. Committee approval of the
standard does not necessarily imply that all committee members voted for its
approval. At the time it approved this standard, the T1 committee had the
following members: [list officers and members]

At the time it developed this standard, working group T1A1.5 had the following
participants: {list officers and participants]
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AMERICAN NATIONAL STANDARD ANSI T1.801.02-1995

American National Standard
for Telecommunications —

Digital Transport of Video
Teleconferencing/Video Telephony Signals -
Performance Terms, Def_initions, and Examples

1. Scope, purpose and application

1.1 Scope
This standard covers terms and definitions which are applicable to the digital transport of Video
Teleconferencing / Video Telephony Signals (VTC/VT).

1.2 Purpose
The purpose of this standard is to define a common terminology for use in the VTC/VT community,
thereby improving communication among current and future members.

1.3 Application

These standard terms, definitions, and examples are intended for use in verbal, written, and visual
descriptions of VTIC/VT quality and performance. There may be other forms of digital video
communication, such as entertainment video, to which this standard is applicable. :

2. Normative References

There are no normative references in this standard.

3. Definitions

This section organizes the terms and definitions into two categories: General terms and Impairment -
terms. Terms marked with an asterisk are illustrated on the accompanying video tape.

3.1 General Terms

digital transport: Communication using digital methods for the transmission cf signals from one
point to another.

lip synchronization: Operation to provide the feeling that the speaking motion of the displayed person
is synchronized with that person’s voice. The minimization of the relative delay between the visual
display of a person speaking and the audio of the voice of the person speaking. The objective is to
achieve a natural relationship between the visual image and the aural message for the viewer/listener.

motion video *: Temporally varying visual imagery intended to communicate or convey movement
or change.
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resolution: A parameter that specifies the ability to distinguish video detail in the spatial dimension
or the temporal dimension.

scene cut *: Video imagery where consecutive frames are highly uncorrelated.

spatial application *: An application needing high spatial resolution, possibly at the expense of
reduced temporal resolution (or increased jerkiness). Example spatial applications include the
ability to read small characters and see fine detail in still video or motion video which contains a
very limited amount of movement.

spatial performance: A measure of the ability of a video transmission system to accurately
reproduce still scenes.

still video *: Video imagery that conveys no motion or change.

temporal application *: An application needing high temporal resolution (or reduced jerkiness),
possibly at the expense of reduced spatial resolution. Example temporal applications include the
ability to accurately discern moving image features, such as facial expressions and lip movements.

temporal performance: A measure of the ability of a video transmission system to accurately
reproduce motion or changing scenes.

transmission service channel: A transmission service channel is the one-way transmission path
between two designated points (for example, analog input, analog output).

video: (1) The visually displayed images of video teleconferencing/video telephony. (2) A signal
that contains timing/synchronization information as well as luminance (intensity) and chrominance
(color) information that when displayed on an appropriate device gives a visual representation of the
original image sequence. (3) Of or pertaining to the visually displayed images of video
teleconferencing/video telephony.

video frame: One complete scanned image or picture from a set comprising video imagery. A
video frame is usually composed of two interlaced fields.

video imagery: A sequence of video frames.

video teleconferencing/video telephony service (VTC/VT): The transmission of video signals
capable of portraying motion and the accompanying audio signal(s) between two or more locations
using bi-directional transmission facilities. Both analog and digital transmission may be used. A
typical example of this service is interactive video teleconferencing between groups of personnel
located at two or more locations.

3.2 Impairment Terms

block distortion *: Distortion of the image characterized by the appearance of an underlying block
encoding structure. Also called tiling.

blurring *: A global distortion over the entire image, characterized by reduced sharpness of edges
and spatial detail.

color errors *: Distortion of ail or a portion of the final image characterized by the appearance of
unnatural or unexpected hues or saturation levels. These hues or saturation levels were not present
in the original image.
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edge busyness: Distortion concentrated at or near the edge of objects, and further categorized by
its temporal and spatial characteristics.

temporal edge noise *: A form of edge busyness characterized by time-varying sharpness
(shimmering) to edges of objects.

spatial edge noise *: A form of edge busyness characterized by spatially varying distortion in close
proximity to the edges of objects.

mosquito noise *: A form of edge busyness distortion sometimes associated with movement,
characterized by moving artifacts around edges and/or blotchy noise patterns superimposed over
the objects (resembling a mosquito flying around a person's head and shoulders).

error blocks *: A form of block distortion where one or more blocks in the image bear no
resemblance to the current or previous scene and often contrast greatly with adjacent blocks.

jerkiness *: Motion that was originally smooth and continuous is perceived as a series of distinct
“snapshots”.

motion-related artifacts: Distortion of motion video potentially observable by the viewer. In some
instances, the distortion becomes more observable with increased motion. The distortion may
appear as smearing, block distortion, jerkiness, or other impairments.

motion response degradation: The deterioration of motion video such that the video imagery has
suffered a loss of spatio-temporal resolution.

object persistence *: Distortion where the object(s) that appeared in a previous video frame (and
should no longer appear) remain(s) in current and subsequent video frames as an outline or faded

image.

object retention *: Distortion where a fragment of an object that appeared in a previous video
frame (and should no longer appear) remains in the current and subsequent video frames.

scene cut response. *: The perceived impairments associated with a scene cut. For example, a
slow build-up of a video image instead of an instantaneous change of images.

smearing *: A localized distortion over a sub-region of the received image, characterized by
reduced sharpness of edges and spatial detail. For example, the pcrtrayal of a fast moving object
may exhibit smearing.

tiling *: See the definition of block distortion.

4. Examples on Video Tape

Experts agree that examples improve the understanding/comprehension of many of the terms and
definitions given in the preceding sections.

Therefore, a set of illustrative video clips is included with this standard as informative annex A,
primarily focusing on the impairment terms but illustrating some of the general terms as well. The
time scale of the examples is preserved when viewed at normal speed. The tape is over 10 minutes
in length, and contains 26 examples of terms. When illustrating an impairment term, usually both
the unimpaired and impaired versions of the video clip are present on the tape for comparison.
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Annex A
(informative)

Video Tape Contents

Table A.1 Description of the Contents of Included Video Tape

Editor’s Note: Accurate Time Codes will be inserted here when available.}

cLip Time Code Description
hh:mm:ss:ff
Color Bars 00:00:00:00
Gray 00:01:00:00
Blue 00:05:00:00
Main Title 00:05:10:22
BLOCK DISTORTION 00:05:16:00 A block pattem is present throughout this artificially
EXAMPLE 1 generated sequence (prepared by Bellcore using VIRIS).
BLOCK DISTORTION 00:05:16:00 The block encoding structure of this compressed video
EXAMPLE 2 is revealed, primarly in the subject's face and neck.
Some blurring is also present, and some jerkiness when
the subiject sits up or moves her head.
BLURRING 00:05:32:15
Reference scene without
impaiment
BLURRING 00:05:41:10 An overall loss of spatial acuity, exemplified by the
Scene with bluring reduced legibility of street names and other details of the
map.
COLOR ERRORS 00:05:52:24 The scene on the right illustrates obvious color errors,
EXAMPLE 1 with its green sky and pink houses. The orange flowers
Split screen are also in error, but only a comparison with the original
image (left) reveals this. (This example is looped.)
COLOR ERRORS 00:05:52:24
EXAMPLE 2 :
Reference scene without
impairment
COLOR ERRORS 00:06:01:17 The hue and saturation of the teacher’s headband and
EXAMPLE 2 blouse have changed in the impaired sequence, while
Scene with color errors the “white board™ takes on a pink tint. There is also some -
error in the facial tones, they are darker in the example.
The impairment is very subtle. It is very difficult to see
the color errors in this example when viewing a VHS-
format tape.
EDGE BUSYNESS 00:06:12:08 Noise around the letters on the white board and profile of
SPATIAL EDGE NOISE the teacher exhibits some spatial variation.
EDGE BUSYNESS 00:06:28:00 Noise around the lines in the circuit diagram varies with
TEMPORAL EDGE NOISE time. (This example is looped.)
EDGE BUSYNESS 00:06:38:23 As the speaker moves from side to side, “mosquitoes”
MOSQUITO NOISE appear over and around her head and torso.
ERROR BLOCKS 00:06:54:15 During the sequence, highly colorful andfor textured
blocks suddenly agpear and remain visible for more than
2 seconds.
JERKINESS 00:07:09:22 In this artificially generated sequence, the man's
EXAMPLE 1 movements are displayed at 2 frames per second.
(prepared by Bellcore using VIRIS)
JERKINESS 00:07:09:22 This second artificially generated sequence shows the
EXAMPLE 2 man's movements at 4.2 frames per second. (prepared
by Bellcore using VIRIS)
JERKINESS 00:07:09:22 In this compressed video sequence, the man’s
EXAMPLE 3 movements are portrayed as a series of snap shots. In
nearly 9 seconds of video, only 19 different frames are
displayed, yielding 2.1 average frames per second.
There is also some block distortion present.
MOTION VIDEO 00:07:24:29 As the sequence begins, the windmill is tuming. Motion
increases as the camera’s platform begins to move.
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CLIP Time Code Description
hh:mm:ss:ff
OBJECT PERSISTENCE 00:07:40:06 As the subject rocks and moves his head from side to
' side, his faded image trails behind him. (Produced with
a non-finear recursive temporal filter, a common pre-
processing technique to increase compression
efficiency.)
OBJECT RETENTION 00:07:54:23 When the quarterback throws the screen pass and the
Full-motion camera begins to pan to the receiver, blocks containing
the quarterback’s neck, the hand of a defensive lineman,
and other blocks containing pieces of uniforms remain in
the frame. Jerkiness is also present throughout the
sequence. Watching the slow-motion version, following,
makes this impairment more noticeable upon replaying
the Full-motion version.
OBJECT RETENTION 00:08:08:15
Slow-motion
SCENE CUT 00:08:24:17 The displayed video changes instantaneously from a
wide shot of two people at a white board, to a close-up of
the woman, and back to a wide shot. The changes are
scene cuts. '
SCENE CUT RESPONSE 00:08:39:24 As the video cuts from gray to the flower garden scene,
EXAMPLE 1 first the outline of the windmill amms appear, then many
blocks change to the flower garden, while some remain
gray.
SCENE CUT RESPONSE 00:08:48:13 Just prior to the scene cuts between the wide shot and
EXAMPLE 2 the close-up, the video image freezes for a moment
(about 6 frames).
SMEARING 00:08:58:16 As the camera zooms in, some areas of the circuit
EXAMPLE 1 diagram are crisp, while other local areas are smeared
and not distinguishable. (This example is looped.)
SMEARING 00:09:08:11
EXAMPLE 2
Reference scene without
impairment
SMEARING 00:09:17:19 In this scene, the smearing is localized in the moving
EXAMPLE 2 areas.
Scene with smearing
SPATIAL APPLICATION 00:09:28:08 This map scene has a high level of coatial detail.
EXAMPLE TRANSMISSION 00:09:36:12 This example transmission is from a system that
OF SPATIAL APPLICATION maintains the spatial detail in the non-moving map areas,
and delivers less detail on the moving pen.
STILL VIDEO 00:09:47:C5 The map remains motioniess throughout the sequence.
TEMPORAL APPLICATION 00:10:02:13 This scene shows a moderate degree of temporal
content and spatial detail.
EXAMPLE TRANSMISSION 00:10:10:18 The example shows a system that manages to portray
OF TEMPORAL the motion as continuous, but sacrifices much spatial
APPLICATION resolution in the balance, as seen in the blurring of the
books in the background, and the complete loss of
stripes on the man's shirt.
End of Clips: 00:10:18:24
End: 00:10:30:00
. The master video tape of examples was prepared in Betacam SP format. This is also the
recommended format for viewing. Copies of the master are available in other formats, but it will be
difficult to observe some of the impairments in lower quality formats, such as VHS.
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